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1. Introduction

Visual tracking for videosurveillance applications
still deserves the researchers effort for the partic-
ular requirements it has to meet. In fact, those ap-
plications often requires a quick “reaction” to some
observed event in the real world, and this means
that the system has to be able to follow the target
in real time while deciding whether a certain ac-
tion (i.e. ringing an alarm) has to be taken or not,
coping with occlusion, cluttered background, and
highly erratic motion at the same time. It’s obvi-
ously a challenging task, and often a proper trade-
off between accuracy and low computational cost
must be found.

2. Color–based particle filter with
uncertainty management

We focused our attention on particle filters, which
presents a number of advantages: they make no
assumption on the posterior density, work with lin-
ear and non-linear models as well, and they han-
dle multiple hypoteses about the actual state vec-
tor value.
In order to achieve the aforementioned tradeoff
between tracking accuracy and low computation
cost, a computationally efficient, though weak ap-
pearance model has been chosen: color his-
tograms. This can lead to sometimes inaccurate,
and generally noisy, estimates of the state vector’s
value.
That is why we developed a novel technique to
adapt the magnitude of the noise included in the
state update equation, based on a tracking quality
measure.
Given the state vector:

xk =
[

xk yk wk ρk︸ ︷︷ ︸
sk

ẋk ẏk ẇk ρ̇k︸ ︷︷ ︸
dk

]T

and the state update equation:

xk =

[
I4 I4∆t
0 I4

]

· xk−1 + vk−1

where vk−1 is an additive, zero mean, isotropic
Gaussian noise, characterized with a vector of
standard deviations:

Σ =
[

σx σy σw σρ︸ ︷︷ ︸
Σs

σẋ σẏ σẇ σρ̇︸ ︷︷ ︸

Σd

]T

we module the amplitude of the noise vk−1 accord-
ing to the tracking quality, which is computed by
comparing the reference color histogram with that
corresponding to the last estimated target position.
The Bhattacharyya distance ψk between the two
histograms is passed trough a sigmoid function
in order to smooth the histogram distance fluctua-
tions. The result is a parameter we call blindness,
with values in [0, 1]:

ζk =
erf (α (ψk − β)) + 1
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A low blindness value means a high tracking qual-
ity (the histograms are similar), while a high blind-
ness value means a low tracking quality (the his-
tograms are different).

3. Reasons for the online parameters
adaptation

1. Using 1st–order dynamic model may cause the
uncertainty on the velocity to be propagated
to the position when applying the state update
equation. Thus, the dynamic model should not
include both position and velocity noises, or at
least not with the same order of magnitude.

2. Target scaling causes changes in the target ap-
parent motion magnitude. This means that the
tracker may have to cope with greater motion
variations (i.e. accelerations) as long as the
target gets close to the camera. In 1st–order
dynamic models those variations can only be
compensated through noise in the state update
equation.

3. A weak appearance model (e.g. colour his-
tograms) may cause the posterior pdf the filter

is trying to estimate to be strongly multi-modal,
making the estimate very noisy or inaccurate.
In such situations, a method to limit the state
space interval where the filter’s particles are
spread is needed.

4. Methods for the online parameter
estimation

1. The maximum magnitude of position noise is
chosen to be at least an order of magnitude
greater than the maximum magnitude of veloc-
ity noise.

2. The noise must be proportional to the distance
between the target and the camera. This could
be achieved making the noise proportional to
the target size: the greater, the nearest.

3. An evaluation of the tracking quality can be
used to decide if the tracker can rely only on the
velocity noise, or if it needs more position noise
to cope with increased uncertainty on the target
position. The blindness parameter is used for
this purpose.

The above methods can be summarized in the fol-
lowing formulas:

{
Σs

k = ζk min(wk, hk) Σs

Σd

k = (1 − ζk) min(wk, hk) Σd

5. Experiments

The tracker performance has been tested on 10
video sequences expressly taken in our lab, com-
paring the segmentation provided by the particle
filter with that corresponding to the background
truth, frame by frame.
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(Ihsin T. Phillips and Atul K. Chhabra. Empirical perfor-
mance evaluation of graphics recognitions systems. IEEE

Trans. Pattern Anal. Mach. Intell., 21(9):849-870, 1999.)

6. Results

1. Performance in number of particles:
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2. Comparison with CAM-shift tracker (black line):

3. Robustness to occlusions (above, the particle filter tracker; below, the CAM-
shift tracker – the figures refers to sequence #10):

(a) frame 939 (b) frame 951 (c) frame 969

7. Applications

A face logger that tracks faces and stores only the best quality face images has
been developed. It uses a Viola-Jones algorithm to detect faces, and decides if
each face belongs to an already tracked target or to a new one. When the face
detector fails to detect a face, the tracker relies on colour histogram to keep
tracking the target. Face obfuscation is also possibile.
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