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Motivation

•Goal: Detailed, photorealistic city models

•Approach: Wiki principle, interested users contribute photographs

•Novelty:

– Incremental structure-from-motion (SfM): growing forest of reconstructions

–Global image and 3D model database

–High quality dense models from unordered sets of images

Method

Figure 1: Overview of the proposed reconstruction pipeline.

1. Flexible, simple calibration method

2.Reconstruction pipeline

• SIFT features (parallelized implementation)

•Vocabulary tree image retrieval

• Pair-wise image matching with geometric

consistency check

• Incremental structure-from-motion

–Relative pose: Five-Point

–Absolute pose: Three-Point

–Euclidean bundle adjustment

3. Dense modeling

• Fast GPU Plane-sweep

•Robust depth map integration:
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Figure 2: Calibration targets.

Figure 3: SIFT parallelization.

Results

•Two databases: Vienna (2640 images) and Graz (7181 images)

• Four different compact digital cameras 2−7 megapixels; images taken at different

days, varying illumination conditions

•Mean reprojection error, calibration: 0.05−0.2, SfM: 0.3−0.5 [pixel]

• Processing time ∼ 30s/ f rame (database size 1000), preprocessing (20%), match-

ing (50%), bundle adjustment (30%)

Image Retrieval

Figure 4: Left: Image retrieval performance depending on database size.

Right: Probability density function of the number of successfully verified epipolar

neighbors for a query image in the Graz database. On average an image has an

overlap with about eight images in the database.

Sparse Reconstructions

Figure 5: Seven sparse reconstructions from the Vienna database comprising

2640 images (100 shown). Bottom row: St. Stephen’s Cathedral reconstruction

from 1330 images, 138410 triangulated points. Bottom right: covariances of the

3D points; average uncertainty in depth 25cm, in-plane 4cm.

Dense Models

Figure 6: From left to right: some sample images, sparse reconstructions and fi-

nal dense models of different scenes: Alte Galerie at Landhausmuseum Joanneum

(Graz, 49 images), Michaeler square (Vienna, 110 images) and a reconstruction

from ten aerial images.
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