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Object representation

Obijects are represented as geodesic distance matrices (GDM), because they are invariant for isometries
(distance preserving transformations). We call G a GDM it G = [g;], with g, the geodesic distance™
between points / and j. However, given the object, the GDM is determined up to a simultaneous
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Different methods for object recognition using the isometric
defomation model are presented. The methods are built upon
the use of geodesic distance matrices (GDM) as an object
representation. The first method compares these matrices by
using histogram comparisons. The second method is a modal
approach. The largest singular values or eigenvalues appear

to be an excellent shape descriptor, based on the comparison
with other methods also using the isometric deformation model
and a general baseline algorithm. The methods are validated
using the TOSCA database of non-rigid objects and a rank 1
recognition rate of 100% is reported for the modal
representation method using the 50 largest eigenvalues. This
Is clearly higher than other methods using an isometric
deformation model.

Multidimensional scaling

Multidimensional scaling (MDS) is a technique that allows visualization of the Histograms of the values of the GDM are invariant for the matrix permutations and
proximity between points with respect to some kind of dissimilarity (distance) are therefore suitable shape descriptors. We considered the histogram of all values
measure matrix. Using a GDM, MDS provides a canonical form in an arbitrary (left) using 100 bins and the histogram of the pointwise averaged values (right) with
dimension (left: 2D, right: 3D) [1]. 80 bins.
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**The geodesic distance between two points is the
length of the shortest path on the object surface _“m g
between two points on the object. i
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[1] A.M. Bronstein, M.M. Bronstein, R. Kimmel, “Experession-invariant 3D face recogntions”, AVBPA, 2003, p 193-204.

Modal representation Experimental results

In the third approach, the information in the Results of standard recognition tests (CMC/ROC) on the TOSCA database containing 133 non rigid deformed
geodesic distance matrix is separated into a matrix objects of 9 subjects. Object recognition with a baseline algorithm (blue) is compared to object recognition using
that contains intrinsic shape information and a MDS (red), histogram comparison of PWA (cyan) and all values (magenta) and modal representation (green).
matrix with information about corresponding points.
This is done with an eigenvalue decomposition
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Modal representation
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2] D. Smeets, T. Fabry, J. Hermans, D. Vandermeulen, P. Suetens, “Isometric defromation modelling for object recogntion”, CAIP, 2009 (submitted).




