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Training Phase

Manual facial 
axis labelling

Still Face Image Database Collected Under 
Controlled Conditions (e.g. FERET)

Obtain a feature bank containing  
discriminative features of facial 

characteristics, which will be used for 
both face detection and gender 

classification

t =1 t =2 t =3 t =4 t =5

Learn the following gender-feature probabilities:

Learn joint occurrences of local feature probabilities:
p( ft,i | ft-1,i ,female)  and p( ft,i | ft-1,i ,male) 

p( ft,i |female)  and p( ft,i |male)

Clustering features based on appearance
(gradient histogram), geometry (scale and orientation) and relative 

location according to facial axis

Compare each feature (ft,i) to the feature bank and obtain a binary 
feature occurrence map

Local (e.g. SIFT[3]) feature extraction

2. Methodology
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Local feature extraction and face detection from 
frames at time t and t-1

Compare each local feature (ft,i and ft-1,i) to the feature bank and 
obtain a binary feature occurrence map

Apply the proposed Temporal Bayesian Classifier
to obtain gender class probability at time tGO TO NEXT FRAME

Testing PhaseUnconstrained Face Video Database

LAST   FRAME?

Y N

Finish

Frame at time t

1. Motivation and Problem Definition 3. Temporal Bayesian Classifier
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Sequential Update !

Probabilities Obtained
at Bayesian Classifier

Training Phase

4. Experimental Results and Conclusion

30 unique Subjects with 300 video frames per subject (9000 video frames)

Local feature 
( Ft = { ft,1, … , ft,K } ) extraction 

and face detection

McGill Fully Unconstrained Face Video Database

Proposed Method vs. Other Approaches

Comparison of Viola&Jones[6] and OCI[2] Face detectors over 9000 video frames:

Similar detection accuracy Viola&Jones  larger variance over different head poses

Face Detection in Unconstrained Video Sequences

Bag of frames method
vs. proposed approach

SVM + pixel intensity 
values

SVM + pixel intensity values + 
Shakhnarovich’s fusion[4]

Note: Face Detectors [24]  Viola &Jones Face detector and [22]  OCI Face detector

Even though several approaches claim to perform successful
face classification from unconstrained environments, these algorithms require pre-
processing steps which are difficult to achieve in real-world, unconstrained environments,
such as the requirement for face alignment (e.g. with no large variability in head pose
permitted), or the requirement for specific facial regions to track (e.g. no occlusion is
allowed). The proposed methodology in this paper presents the first attempt to achieve
gender classification from face images acquired from totally unconstrained video
sequences, where the scene is unrestricted in terms of facial expression, head viewpoint
change, occlusion and illumination.

Face classification has been receiving a wide amount of
attention recently, especially in the context of video
surveillance. However, it is a challenging task due to the
joint occurrence of arbitrary head poses, face scale
changes, non-uniform illumination conditions and partial
occlusion present in real video surveillance images.

sample images from FERET database

Sample SIFT features associated  with 
gender class (McGill  Face Video Database)

image courtesy of [5]
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Local Features: SIFT[3] features are used in our experiments due to their robustness to
various illuminations, face scales, head poses (change both in rotation and translation) and
partial occlusions.
Training Database : 4450 FERET Images (890 Unique Subjects with 5 viewpoint images
per subject)

The proposed Markovian temporal model (i) achieved high gender classification performance
(90%) considering the fact that it was trained on still face image database collected under
controlled environment (FERET), and (ii) achieved a superior classification performance
compared to its alternative approaches, reaching a performance increase of up to 30%.
We intend to extend our classification formulation and our unconstrained video database to
explicitly account for uncertainty in detection and tracking, in order to classify faces in crowded
scenes.
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