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Abstract
Background subtraction is a widely
used technique for video object seg-
mentation. Several proposals have
been made to extend background
model generation to camera move-
ment, while few approaches can cope
with many degrees of freedom in cam-
era motion. We present a method to
generate background images for un-
constrained camera motion, zoom, ro-
tation and even (weak) lens distortion.
Our method is based on global motion
estimation and a weighted summation
of motion compensated images.
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Mosaicing
Assumption:
Objects move different from global
motion
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• "Warping" coordinates of the
current frame into the fu-
ture/past according to back-
ground motion models

• Estimate the probability that a
pixel belongs to foreground /
background

• Generating a background image
for the current frame

Background Motion Model
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Quartic model Ht can handle complex
motion and small lens distortion:
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Probabilistic Weighting
The deviation d from the back-
ground motion model HT and the
OpticalF low is an indicator for the
"backgroundness".
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Assumption:
Background mo-
tion vectors are
disturbed by
Gaussian noise
→ d is Rayleigh
distributed [3]

Separation of a motion deviation his-
togram into Rayleigh and foreground
part

"Backgroundness": p(B|d) =
b(d)

h(d)
= w

Background Subtraction
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The background image at frame t is
estimated by the calculated weighted
sum of pixels along its trajectory over
time:
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Diffusion
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Even if the background is estimated
nearly perfect, object regions may
have a similar color, leaving holes
within the difference image. A seg-
ment based post-processing step re-
moves these artifacts. [2]

Results
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After thresholding the post-processed
difference image, the True-\False-
Positive-Rate is used for the evalua-
tion of the object segmentation.

Conclusion / Future Work
The illustrated method is able to es-
timate the appearance of the back-
ground for each frame in dynamic
video sequences.
That way any object can be detected
and segmented that moves different to
the global motion.
Additional information about the ob-
ject’s appearance will be used in future
work in order to deal with a violation
of the motion model and the presence
of multiple objects.
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