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Abstract
An ongoing research area in object tracking is
the representation and online update of the tar-
get appearance. This work examines online ap-
pearance models for improved visual tracking.
The primary idea is to use both background
and foreground models in a statistical frame-
work for improved target tracking. Motivating
works are discussed for the general research
and then results are presented for a basic track-
ing system. The tracker uses template match-
ing within a particle filter. The template is up-
dated online and a robust error function de-
tects occlusions and outliers. The results are
very promising and the tracker is robust to oc-
clusions, white caps, low contrast and cam-
era motion when tested in a maritime environ-
ment.

1. Online Appearance Models
Our motivating ideas for appearance models
are drawn from the mixture models of Jepson
et al. [1] and the view-based appearance mod-
els of Morency et al. [2]. Our online model will
incorporate different views of the target.

2. Segmentation
Segmentation will be considered for separating
background and foreground pixels. Mixtures
of optical flow [3] and flexible sprites [4] mo-
tivate our intention to use a layered or mask
approach to the tracking problem.

3. Preliminary Work: Application
Our initial tracking system was developed
for the maritime environment. The tracker
uses template matching within a particle filter
framework [5]. The template is updated on-
line [6]. Occlusion detection is performed us-
ing a robust error function; the target trajectory
is predicted using the motion model and esti-
mated state vectors.

How do we initialize the target model?
How do we describe the target's 
dynamic appearance and update it?
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4. Preliminary Work: Results
The tracker was evaluated using three test videos of resolution 1360×1024 (shown below). The
data was captured in real world conditions with camera motion, low contrast, sea swells, white
caps and occlusions. The tracker operates at 15 frames-per-second on a single target with feedback
to a pan-tilt unit. The system is also capable of tracking multiple targets. A track is initiated by the
user.

The figure below shows the detection of a water splash on a boat, the scattering of particles and
then the continuation of tracking. The particle scatter is large due to the unpredictable camera
motion.

The tracker is able to track through long occlusions as shown below. A history of state estimations
is maintained so as to produce a smooth prediction during occlusions.

5. Preliminary Work: Tracking Performance
Tracking results are presented for the 3 test videos (above). The average absolute pixel errors for
the estimated x and y positions are shown; standard deviations are displayed within brackets and
are indicative of the camera motion and prediction during occlusions. For example, the x standard
deviations are larger than y due to the camera panning. Ground truths were generated manually.
Errors are relatively low when tracking the target; they are much larger when outliers are detected.

Video Global Metrics Target No Target
n l (%) φ r(%) xerror yerror xerror yerror

1 683 83 0.15 57 6.68(7.95) 2.47(1.92) 17.42(20.48) 23.75(21.10)
2 1457 83 0.06 73 5.53(5.00) 2.27(1.60) 14.72(16.35) 2.92(1.89)
3 2278 16 0.57 53 5.82(4.84) 2.58(1.81) 31.39(28.05) 4.62(5.31)

n - number of frames in the video.
l(%) - longest consecutive track.
φ - the number of re-initializations per 100 frames.
r(%) - how often the tracker believes it is tracking the target (determined using outlier rejection).
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