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Abstract

Video-based applications rely more and more on the fast and reliable recognition of human actions. Although current recognition algorithms compete for better
recognition performance, their usability for real-world applications is still limited in terms of complexity, runtime and robustness. In this context, a system for
the continuous online recognition of human actions from video-based motion information is proposed. It uses histograms of sparse feature point flow with a
Hidden-Markov-Model (HMM) based decoder system inspired from speech recognition. To allow a recognition of ongoing tasks, complex sequences are split
Into action units and during the recognition assembled by a context free grammar. The evaluation of the presented system shows a good performance even
compared to marker-based recognition approaches.

/ Recognition system \

Action recognition:
- On the level of action units = HMM modeling
- Action unit = a 4-state left-to-right HMM
- On the level of action sequences = Combination of HMMs with a
= T € | context free grammar
T SV Y | IR - Implicit automatic segmentation of the action sequences
| | % into action units during recognition

/ Understanding complex tasks

What will he
do next?

Goals:
1) Continuous analysis & recognition
- Recognition before tasks are finished
2) Anticipation
\\- Interpretation of what the user aims at /

N

4 Video processing: Flow histograms

- Calculate motion vector of feature points of images I(t) and I(t+1).
—> motion direction 6 and motion intensity y
- Weighted histogram for frame t :

k-th bin = sum the intensity of all motion vectors with direction from / Evaluation \
[1/n (K2[1), 1/n ((k+1)2[])]. 5 |
- Sampling: over 20 - 89 bins i s alasets : _ _
- Dataset | :10 tasks,48 action units, 20-30 samples/task. [1]
-'Activities of Daily Living Dataset’ : 10 tasks, 71 action units. , 15
samples/task. [2]
: f - Dataset | HoOF HoFF
Performance of optica Sequence Tecog, [00.0 % [00.0 %
flow and feature flow: Unit recog. 07.7 % 96.6 %
ADL Dataset HoOF HoFF
Sequence recog. 82.0 % 711.3 %
Unit recog. 63.5 % 55.0 %
. . dSE(
Action units and SEUMEY Compared to 24 joint [nput vector dimension 24 30 30
- Action units = a motion that is performed without interruption - the angles : Gaussians per state 16 16 16
smallest entity, whose order can be changed during the execution - over 5 tasks el e L ML T . -
-Action grammar = All meaningful tasks are executed in order - Sl_mult{ineously recorded Sequence rocow. [00.0% | 100.0 %] 100.0 %
formulate a grammar with Vicon
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