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Abstract
Previous works on stereo evaluation did not ad-
dress performance for different types of scenes.
This work [1], evaluates MRF-based stereo for-
mulations for cluttered scenes [2]. Three types
of methods are considered: basic (Basic)[3],
uniqueness (KZ-Uni)[4], and visibility (KZ-
vis)[5]. These are evaluated based on mislabeled
pixels of different types (binocular/monocular)
in different regions (on or away from occlusion
boundary).

What are cluttered scenes?
These are scenes with large number of objects of
certain size distribution uniform randomly dis-
tributed in 3D space. They have significantly
more depth discontinuity and occlusion than
general scenes. Shrubs, bushes, tree canopies
etc. are some examples of natural cluttered
scene. Sample synthetic scenes with disparity
and occlusion (brightest) are shown below.

Stereo Formulations
Basic: E =

∑
p d(Il, Ir, p, q)

2 + λ
∑

p,q wpq min(|fp − fq|, τ)
KZ-Uni: Pairs of pixels are considered as nodes in the random field.
Labels are binary indicating whether they correspond or not.
KZ-vis: Maintains visibility constraint in addition to the basic constraints
in every iteration. The constraint ensures that a labeling does not block
visibility of a pixel in the other view.
Occlusion Labeling: Basic and KZ-vis do not have any occlusion labeling.
With cross-checked occlusion labeling they are refered to as Basic-cc and
KZ-vis-cc.
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Experiments
The following figure shows the error for binocular and monocular pixels
for two different occlusion amount (left two dense and right two sparse).
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The following figure shows error for pixels on the binocular-monocular
boundary (Border BME) and away from the boundary (NBB) for both
binocular (left half) and monocular (right half) pixels. The first row is
for a dense and the second row for a sparse scene.
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The following figure shows joint ground-truth and disparity labeling for
binocular (left half) and monocular (right half) pixels for densely occluded
scenes. The first of each set (i.e. 1st and 3rd col.) corresponds to Basic and
the second (i.e. 2nd and 4th col.) to KZ-vis. Diagonal entries correspond
to correct labeling while the off-diagonals to incorrect labeling.
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Key Observations
• Binocular pixels near occlusion boundary

makes significant contribution to the over-
all accuracy.

• KZ-vis does best for monocular pixels.

• Basic does best for binocular pixels.

• Basic-cc does best for occlusion labeling.
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