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Abstract
We present an algorithm for reconstructing the
3D trajectory of a moving point from its corre-
spondence in 2D images, given the 3D pose and
time of capture of the cameras that produced
each image. We solve for the trajectory parame-
ters using linear least squares followed by non-
linear optimization and study a geometric anal-
ysis of the problem. This enables us to recon-
struct 3D motion from videos or images and to
characterize the cases when accurate reconstruc-
tion is possible.

Goal
To reconstruct a 3D trajectory given camera
poses and correspondences.

Input: correspondences across an image collection

Output: 3D trajectory reconstruction

Intuition
Unlike static point reconstruction, triangulation
cannot be applied to a moving point in ℝ3

because multiple views of the point may not
exist at each instant in time. Instead, we
triangulate a trajectory in ℝ3K where K is the
number of trajectory basis such that 3K ≤ 2F
(F is the number of frames).
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Method
We parameterize a point trajectory, X, using a
linear combination of a predefined trajectory ba-
sis, Θ, where each trajectory basis is a smooth
trajectory.

X = Θ� (1)

1β≈ 2β+ 4β+ +�3β+

For each perspective projection, a linear equa-
tion can be obtained using direct linear trans-
form given a 2D projection, x, and a camera pro-
jection matrix, P.

x ∝ PX, or [x]×PX = 0

For all projections,

QX = q, (2)

where Q and q are a matrix and a vector en-
coded 2D projections and camera matrices, re-
spectively and X is a 3D point trajectory.
By combining Eq. (1) and (2), we can solve for
an unknown trajectory parameter, �,

QΘ� = q. (3)

Eq. (3) is a least squares system if 3K ≤ 2F .
We refine the linearly reconstructed trajectory
by minimizing reprojection error, i.e.,

min
�

F∑
i=1

d(x̂i,xi)
2,

where x̂i is reprojection of the 3D point at the ith
frame and d(⋅, ⋅) is Euclidean distance between
two arguments.

Reconstructibility
We show that 3D trajectory reconstruction is
fundamentally limited by the correlation be-
tween the 3D trajectory of a point and the 3D tra-
jectory of the camera center. Reconstructibility
which captures the relation between them char-
acterizes the cases when reconstruction is pos-
sible. Accurate point trajectory reconstruction
is achievable when the point trajectory can be
spanned by the trajectory basis while the cam-
era trajectory cannot.

� =
Smoothness of a point trajectory

Smoothness of a camera trajectory

=

∥∥Θ⊥�⊥C∥∥∥∥Θ⊥�⊥X∥∥
As � →∞, a solution approaches to the ground
truth (i.e., �̂ → �X).
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Quantitative Result
We test for effects of missing data and low
frame rate with high reconstructibility from
walking motion capture data. As long as the
linear system of equations is overconstrained,
our solution is robust to moderate occlusion
and low frame rate.
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Results on Real Images
We use the DCT trajectory basis and select the
number of basis, K, using a cross validation
scheme. The results are best seen in video [2].
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Rockclimbing sequence
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All codes and data are available online [2].
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