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Abstract
Bundle Adjustment (BA) is one of
the final steps in feature-based 3D
reconstruction with a moving camera.
By optimising the estimated set of
point and camera parameters, it helps
to increase trajectory accuracy and
reduce error-buildup.

Aiming to optimise dense recon-
struction results in real-time [1], we
identified sub-steps suitable for par-
allel computations and implemented
a hybrid GPU/CPU solution with
speed-ups of up to 10 times compared
to a recent CPU-only version [2].

Levenberg-Marquardt BA
Each iteration consists of [3]:

Where:
P = (aT
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m, ..., bT1 , ..., bTn )T is the param-

eter vector to optimise for m keyframes and n

points,
aj is the jth camera parameters,
bi is the ith 3D point position,
Q(aj , bi) projects bi into aj ,
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nm)T is the

2D point measurements across all keyframes,
µ is the damping term guaranteeing a reduction
in the error at each iteration, δ is the solution to
update P at the current iteration.
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GPU/CPU steps Difficulties
• GPU version suitable when data

size is above 1K items due to
host-device data transfer costs.

• Double precision speed is typi-
cally half of single precision on
GPUs.

• Large data structures (e.g. 6x6
matrix) complicates opportuni-
ties for memory coalescing.

• Performing reductions from a
set of large matrices saturates
GPU shared-memory and regis-
ters severely limiting occupancy.

Results for 3 Iterations
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