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Abstract
STRUCTURE is a model-based clustering method, which infers population structure and assigns individuals to populations;
the model considers each individual as a mixture of a few source populations. Latent Dirichlet allocation (LDA) is a genera-
tive approach for topic modeling tasks in text processing; the model finds the thematic structure of a collection of documents.
We show that these two models describe the same generative process.
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Goal
LDA:
Infer (latent) topic structure of text docu-
ments [1]

Population STRUCTURE:
Infer populations and understand how
individuals originated from them based
on their genotypes [2]

Computer Vision: Infer the object categories that images are composed of [3]

The observed data {documents, genotypes, images} is a mixture of latent components {topics, populations, objects}
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Generative Process: STRUCTURE View
(latent) P : populations
(latent) Q: admixture pro-
portions in each genotype
(latent) Z: assigned popu-
lations for each allele
(observed) X : genotypes

The joint distribution of all variables (observed and latent):
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qi ∼ Dir (α)

pk,l ∼ Dir (λ), k = 1, . . . ,K, l = 1, . . . , L, λ = (λ1, λ2, . . . , λJl
)

λ, α are hyper-parameters
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