
A Structure Based Mosaicking Approach for Aerial Images 
from Low Altitude of Non-Planar Scenes

Goal and Constraints
❑❑ Orthographic overview image 

from high resolution images 
from multiple µUAVs (Micro Unmanned Aerial Vevicles).

❑❑ Exploit GPS and IMU data for initial placement.

❑❑ Low altitude UAVs and wide angle lenses to cover wide areas.

❑❑ Non-planar scenery induces significant perspective distortions.

❑❑ Restricted resources (processing, network, battery) constrict potential 
algorithm.

Structure Based Matching
1.	 Determine a pair of images with sufficient overlap and match extract-

ed feature points within this overlapping area.

2.	 Use Bundle Adjustment to compute camera position and 3D structure 
for the matched feature points, iteratively.

3.	 Merge the resulting camera extrinsics with the raw extrinsics (from 
IMU and GPS) and orthorectify images.

4.	 Use plane fitting in the 3D structure to select feature points on the 
common ground plane and estimate the final image transformation.

Conclusion and Further Work
❑❑ SfM/BA results are used to find corresponsing points on the ground plane and enhance the 

camera extrinsic parameters from initial meta data (IMU, GPS).

❑❑ Images from wide angle lenses and from low-altitude can still be used to build an orthographic 
overview image.

❑❑ Improvement of the 3D reconstruction by combination of multiple bundles and of the match-
ing function by enhanced plane fitting algorithms.
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Extracted features of Image 2 (left) and Image 4 (right)
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Extracted features of Image 3 (left) and Image 5 (right)
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Extracted features of Image 2 (left) and Image 6 (right)
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Extracted features of Image 3 (left) and Image 6 (right)
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Example: 
4 Images (4 camera positions), 3264 x 2448 px, RGB
GPS position and IMU attitude data from µUAV
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Initial placement based on meta data

plane Π in Equation 10, that is further optimized to

be the most perpendicular plane to the camera’s prin-

cipal axis. Therefore, the angle between the plane

normal vector �n and the principle axis vector �p, de-

rived from PCi , is minimized, assuming a horizontal

ground plane.

Π = �n · q arccos(|�n| · |�p|) ≤ ε (10)

�n = (x�
2 − x�

1)× (x�
3 − x�

1) (11)

XΠ = {x�
1,x

�
2,x

�
3} ∈ X (12)

At least the three points defining the plane are suffi-

cient to compute the matching transformation Tmatch,i

in the order of a similarity transformation. For an

improved matching function, e.g., by estimation and

fitting again with an approximation approach, addi-

tional points x�
i can be selected by their closest dis-

tance d to the plane within a certain threshold γ.

d = |�n · �v| �v = x� − q (13)

x�
i ∈ XΠ | d ≤ γ (14)

The matching transformation Tmatch applied to the

whole image is computed by the normalised direct

linear transformation algorithm given by Hartley and

Zisserman [3].

x� = Tmatch x = [sR, t]3×3 x (15)

4.2. Incremental Mosaicking

After refining the image transformations and cam-

era poses with the structure base matching the inac-

curate mosaicking from raw data can be improved as

expressed in the following.

Raw mosaicking with camera extrinsics

Single images Ii are merged with function
�

to the

overview image I , cf. Equation 16. Hence, the merg-

ing function
�

is an arbitrary image fusion function.

For demonstration we use a simple overlay function

with alpha-blending. Initially images are placed by

transformations derived from PIMU, cf. Equation 17,

based on their annotated GPS and IMU data. The

images are orthorectified by the projective transfor-

mation R̃i and placed on the overview image by the

transformation Tpos,i (cf. Figure 1).

I =

n(t)�

i=1

TiIi (16)

PIMUi = [RIMUi , TGPSi ]4×3 ⇒ {R̃i, Tpos,i} (17)

Refine the mosaicking with the output from the
structure based matchting

Next, the refinement of the global mosaicking is

achieved by the structure based matching, as de-

scribed in Section 4.1. The optimized camera ex-

trinsics matrix PCi , now improves the orthorectifica-

tion of each image, opposed to R̃i. Furthermore, the

initial placement by Tpos,i is enhanced to the image

alignment based on the scene structure.

Finally, the images are mosaicked with neighbor-

ing images by the transformation Tmatch,i that is ap-

proximated to optimize the output quality within the

reduced search space in the overlapping image areas.

Hence, omitting perspective distortions that may

propagate over images is one benefit of using projec-

tive transformations only for single images. When

aligning individual images Ii to an overview image I
by Tmatch,i only lower order transformations like the

similarity transformation are allowed.

The resulting optimized image transformation Ti

applied in the final mosaicking stage, cf. Equa-

tion 18, is composed from the raw metadata position

and structure based transformation. The perspective

projection RCi derived from the camera’s intended

pose PCi orthorectifies the image into nadir view,

while the global alignment is applied with the refined

global position TCi .

Ti = RCi · TCi · Tmatch,i (18)

5. Preliminary results

In the current state of evaluations the method of

SIFT feature extraction is used for finding correspon-

dences. However, the used feature extraction and

matching methods are exchangeable, but SIFT shows

sufficiently good results for our approach. The fea-

tures are extracted from a copy of each image Ii, that

is downscaled to 816× 612 pixels.

In Figure 2 the result of the Structure from Mo-

tion point reconstruction in the overlapping area is

presented. Note, only points on the common plane

{x�
i,x

�
j} ∈ XΠ and the two cameras PCi , PCj are

plotted for better visualization. Figure 4 shows the fi-

nally transformed image Ii on the previous overview

image. Image Ii and image Ij of the current test set

I where i = 1, j = 2 are orthorectified by RCi , RCj

derived from PCi , PCj beforehand. The selected fea-

tures on the common plane are marked with red and

blue crosses.
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Figure 2. Matched features in the Euclidean scene recon-

struction. Note, only the inliers on the same plane are

plotted for a better visualization.

minimum Euclidean distance for the invariant feature

descriptor vector δ�i of feature f �
i ∈ F �

i is compared

to a descriptor vector δ�j of f �
j ∈ F �

j to find corre-

spondences as suggested by Lowe [5].

{δ�i, f �
i} ∈ F �

i, {δ�j , f �
j} ∈ F �

j (2)

M = {F �
i,F

�
j |f �

i , f
�
j ∈ Oi,j} (3)

{f̂i, f̂j} = match
�
F �

i,F
�
j

�
(4)

Use Structure from Motion to compute camera
position and 3D structure for the matched feature
points.

From the matched features f̂i, f̂j in the overlapping

image area Oi,j we compute the scene structure of

these points by triangulation. Thus, the 3D struc-

ture, cf. Figure 2, i.e., elevation levels and the cam-

era pose, is reconstructed by an estimation of the

epipolar geometry [4]. The epipolar geometry, de-

fined by the fundamental matrix F , essential matrix

E, and the epipoles e1 and e2 is computed by Struc-

ture from Motion [3, 7]. Since we are using cali-

brated cameras, the camera calibration matrix K is

known, the camera extrinsics PSfMi , cf. Equation 8,

are determined by a singular value decomposition

(SVD) from the essential matrix and epipoles [8].

E = [t̂]×R̂ = U ΣV, F = K−T EK−1
(5)

x̂T
i Ex̂i = xT

i K
−TEK−1f̂i = xT

i F f̂i (6)

The essential matrix is estimated by using

RANSAC within the matched features f̂i and f̂j to

reduce outliers that do not match the approximated

resulting essential matrix, cf. Equation 6.

In Figure 3 the structure inliers for each image are

presented in the image plane. The point coordinates

of selected feature points f̂ in image Ii and Ij are

mapped to 3D point coordinates x = [x, y, z]T ∈
R3

. With the estimated camera extrinsics, cf. Equa-

tion 5, the Euclidian coordinates of the scene points

xi ∈ Xi and xj ∈ Xj are reconstructed.

Merge the resulting camera extrinsics with the
raw extriniscs.

The camera pose PSfM from the image data is merged

with the camera orientation and position PIMU from

the metadata. With the relative coordinates from

Structure from Motion and the scaling from the meta-

data, the resulting camera extrinsics PC are com-

puted, cf. Equation 9. PC describes the projective

view of the camera that is used to transform images

to their nadir view before the mosaicking. This pro-

cess is known as orthorectification.

PIMUi = [RIMUi , TGPSi ]4×3 (7)

PSfMi = [R̂i, t̂i]4×3 (8)

To project and maintain the spatial coordinates and

distances on the ground plane the rotation compo-

nent RCi of camera pose PCi is used. The optimized

camera pose PCi replaces the first estimation from

the raw metadata for image Ii.

PCi = [RCi , TCi ]4×3 (9)

Fitting a ground plane into the 3D structure

A subset of points from the 3D points Xi and Xj

is adjudged as optimum for the final image transfor-

mation computation by the following constraint: All

points on the same elevation level, respectively plane,

preserve spatial relations with the image transforma-

tion Tmatch,i, cf. Equation 15. Hence, it is impor-

tant to find those points that avoid perspective distor-

tions and inaccurate distances in the final mosaicking

stage.

Inliers on the common plane XΠ are determined

from the structure points in Xi and Xj by fitting a

plane to all available points with RANSAC. The fit-

ting function for RANSAC is the plane function for

Figure 2. Matched features in the Euclidean scene recon-

struction. Note, only the inliers on the same plane are

plotted for a better visualization.
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In the current state of evaluations the method of

SIFT feature extraction is used for finding correspon-

dences. However, the used feature extraction and

matching methods are exchangeable, but SIFT shows

sufficiently good results for our approach. The fea-

tures are extracted from a copy of each image Ii, that

is downscaled to 816× 612 pixels.

In Figure 2 the result of the Structure from Mo-

tion point reconstruction in the overlapping area is

presented. Note, only points on the common plane

{x�
i,x

�
j} ∈ XΠ and the two cameras PCi , PCj are

plotted for better visualization. Figure 4 shows the fi-

nally transformed image Ii on the previous overview

image. Image Ii and image Ij of the current test set

I where i = 1, j = 2 are orthorectified by RCi , RCj

derived from PCi , PCj beforehand. The selected fea-

tures on the common plane are marked with red and

blue crosses.
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