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Abstract 
 
Across science, engineering, medicine and business we face a deluge of data coming from 
sensors, from simulations, or from the activities of myriads of individuals on the Internet. The 
data often has a geometric and/or visual character, as is the case with 1D GPS traces, 2D images 
and videos, 3D scans, and so on. Furthermore, the data sets we collect are frequently highly 
correlated, reflecting information about the same or similar entities in the world, or echoing 
semantically important repetitions/symmetries or hierarchical structures common to both man-
made and natural objects. 
 
It is important to develop rigorous mathematical and computational tools for making such 
relationships or correspondences between data sets first-class citizens -- so that the relationships 
themselves become explicit, algebraic, storable and searchable objects. Networks of such relations 
can interconnect data sets into societies where the “wisdom of the collection” can be exploited in 
performing operations on individual data sets better, or in further assessing relationships between 
them. Examples include entity extraction from images or videos, 3D segmentation, the 
propagation of annotations and labels among images/videos/3D models, variability analysis in a 
collection of shapes, etc.  
 
The lectures will cover general mathematical and computational tools for the construction, 
analysis, and exploitation of such relational networks -- illustrated by several concrete examples. 
By creating societies of data sets and their associations in a globally consistent way, we enable a 
certain joint understanding of the data that provides the powers of abstraction, analogy, 
compression, error correction, and summarization. We  use the algebraic structure of data 
relationships or maps in an effort to disentangle dependencies and assign importance to the vast 
web of all possible relationships among multiple data sets. Ultimately, semantic structures simply 
emerge from these map networks. 
 
Our approach to data sets through relationships and mappings recalls the key mathematical idea 
of functoriality, which has a long tradition associated with it in mathematics. Functoriality, in its 
broadest form, is the notion that in dealing with any kind of mathematical object, it is at least as 
important to understand the transformations or symmetries possessed by the object or the family 
of objects to which it belongs, as it is to study the object itself. Indeed, the study of the 
transformations is frequently the most powerful tool for analyzing an object family. Instances of 



 
 
 

this program include Galois Theory, Felix Klein's Erlanger program for geometry, and the 
development of algebraic topology, homological algebra and category theory. We think that this 
fundamental insight applies to visual data as much as to other kinds of mathematical spaces. 
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