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Abstract

The Discriminative Generalized Hough Transform (DGHT) is a
general and robust automatic object detection and localization
technique. We outline the basic algorithm and demonstrate its
performance in an eye localization task on the FERET database,
nearly achieving state-of-the-art results without any task-specific
optimizations. In the next project phase, we aim to extend the
DGHT framework towards multi-object detection in a real-life
scenario, and illustrate a basic concept.

1. Goals and Motivation

DGHT is a powerful and general object detection and
localization technique

Model-based
Can handle occlusion, clutter and noise

Goal of the project:

Extension of the DGHT framework towards multi-object
detection / localization scenarios

First step:

Quantitative evaluation of DGHT performance on an
eye localization task
Comparison to state-of-the-art approaches

2. Basic Idea of the DGHT

The basic system for model training consists of two main
modules:

1. The Generalized Hough Transform (GHT) [1] for
object localization

2. A discriminative training technique (DMC) [2] to train
individual model point weights, which are utilized in
the GHT

Model point weights: •= 1, •= 0.5, •= -1

The usage of model point weights results in more
discriminative models and more robust results. Negative
weights allow to include confusable structures in the
model.

3. Overview of DGHT Training Procedure

1. Generate an initial
model from images
in model dataset

2. Perform the GHT on
training dataset with
unweighted model

3. Use Hough space information to compute model point
weights

4. Remove points with low absolute weight

5. Perform GHT on training dataset with weighted model

6. Add images with high localization error to model datasets.

⇒ If all training images yield satisfying results or no new
images can be included into the model, return final model.

4. DGHT on Eye Localization Task

Database: FERET[3], 2409 images

Setup: 594 training images, 1815 test images
(subjects separated)

Database variability:

Eyes opened / (partly) closed, glasses / no glasses

Background, illumination

Age, gender, ethnic groups

Sample images:

Training of two separate models (right / left eye) based
on edge features in four zoom levels (subsampling) [4]

Illustration of DGHT models and application to test image:

(1) right eye (2) left eye

5. Experimental Evaluation

Precision of eye detection given by relative error measure
proposed by Jesorsky[5]:

deye =
max(||Cl−C̃l||,||Cr−C̃r||)

||Cl−Cr||

Cl, Cr: true eye positions

C̃l, C̃r: estimated eye positions

Method* deye ≤ 0.1 deye ≤ 0.15 deye ≤ 0.25

Hassaballah[6] 83.0% 96.7% 97.6%
Qian[7] 91.9% 96.9% 97.7%
Kroon[8] 97.6% — 99.6%

DGHT 96.2% 97.5% 98.3%

deye ≤ 0.1 = within the iris

deye ≤ 0.25 = within half of an eye width

Other approaches are specificly designed for eye detection

First step: face detection
Further processing of the proposed eye regions within
the detected face

DGHT result examples:

(a) Good localization (b) Bad localization

* The methods differ in the definition of the test to some extent.

6. Discussion

DGHT performs comparably to state-of-the-art
approaches in eye localization and other tasks [9, 10]

In general without task-specific optimizations

Limitations of current DGHT algorithm:

No general multi-object localization
(only with prior knowledge)
No general multi-class localization
(only with classifying DGHT)
Limited treatment of variability in size and pose
Training and test conditions have to be closely matched

7. Extension: Multi-Object Detection

Extension of DGHT framework towards multi-object
localization

Example: Person localization (e.g. IAIRCarPed
database[11])

Concept: DGHT provides list of interest points (N
positions in Hough space with highest number of votes)
for additional classification:

Pattern classification techniques applied to bounding
box around interest point
Modeling geometric relationships (graphical models)
e.g. distance between left and right eye

Issues:

Handling of variability
Integrating other than edge features (in DGHT /
classification)
Using Hough space in classification / graphical model
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