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Abstract
Stereo matching methods tend to fail on planar
or specular surfaces where little or ambiguous
texture information is available. With the in-
creasing availability of large annotated datasets
like KITTI[1] or SINTEL[2], we ask a natural
question: Can we condition the potentials in tra-
ditional stereo CRFs on contextual appearance
information to improve binocular depth estima-
tion? While current methods focus either on
depth estimation from single images or on clas-
sical stereo matching, the combination of these
two tasks has been little explored so far. In
our work, we focus on combining binocular and
monocular cues in an efficient framework and
investigate the utility of various appearance fea-
tures by regressing depth and surface normals
using random forests.

Problem Statement

Top row: input images from left and right camera, bottom row: depth map and surface normals[1]

Motivation

Stereo images from the KITTI benchmark and
errors (white: >5px) made by the state-of-the-art methods.

Related Work
Surface layout estimation[3]

Class specific depth estimators[4]

Canonical depth levels[5]

Data-driven 3D primitives[6]

Monocular and stereo cues[7]

Approach
1. Random forest to regress gradients and disparity from HoG features

2. Random forest to regress surface normals from segment features

Features
Texton Boost

SIFT
ColourSIFT

LBP
Location

• Multiple segmentations of images
• Pixel-level features to segment features

– Bag of Words from densely extracted features
– Segment features as normalized histograms of words

• Additional segment features such as segment shape, vanishing points

Estimates can be added as an additional data term to the global energy:

E(x, y) =
∑

i

Estereo(x, yi) +
∑

i

Erf (x, yi) +
∑
i,j

Esmooth(x, yi, yj)

x: image features, y: disparity or surface normals
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