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Abstract
When taking a picture, the image is
formed by an interplay of light with
the reflectance properties of the objects
in a scene. Recovering these physical
properties from a single image is un-
derconstrained. Nevertheless, we be-
lieve that this intermediate represen-
tation simplifies other tasks, e.g. de-
tection or scene understanding. Since
current state-of-the-art ground-truth
datasets are rather limited, we would
like to create a new dataset to further
enable intrinsic image research.

Formation of an image
What we actually see is a combination
of the reflectance properties of an ob-
ject and the intensity and color of the
light source.

Assumptions:

• We know the color of the light.

• Light source is infinitely far away.

• There are no interreflectances.

Light can be described by a function
defined on the surface of a sphere.
Spherical harmonics are suited for this
purpose.

MIT intrinsic
The current state-of-the-art ground-
truth dataset is the MIT intrinsic
dataset [1]. It has a lot of limitations:

• only 20 images

• small resolution (about 0.2 MP)

• only static images (no video)

• objects are not everyday things

• only one perspective each (al-
though different light settings)

• no geometry information for
shape ground-truth
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Intrinsic Images
Decompose a single image into its re-
flectance and shading components:

input image

reflectance

shading

Goals
We want to create a new ground-truth
dataset that has

• a big enough amount of images to
practically do learning

• good resolution (current technical
limitation is 4 MP)

• also provide video with ground-
truth reflectance and shading
(during 3D scanning of objects)

• objects with color gradients (that
does not come frome shading
with colored light)

We are certain that being able to sepa-
rate the reflectance of objects in images
or videos can lead to performance in-
creases in a broad range of other com-
puter vision tasks, when using this in-
formation as input.

Our Method
We want to use a lightstage that en-
ables us to get 200 images per object.
Additionaly, we would like to record
and reconstruct the geometry of a
scene with an Artec 3D scannera.

Artec Eva Example scan

In combination we hope to be able
to extract a ground-truth dataset that
gives researchers the opportunity to
test their methods on a broader scale
than currently possible.

ahttp://www.artec3d.com/

1


