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Abstract
We propose an efficient semantic segmentation framework for indoor
scenes, tailored to the application on a mobile robot. In that scope, a seg-
mentation method especially needs to be fast and robust. We developed
a 3D point cloud processing framework based on Randomized Decision
Forests, achieving competitive results at sufficiently high frame rates. We
show our method’s capabilities on two datasets and also applied it on a
mobile robot in order to develop an intelligent object search procedure.
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• Using Supervoxel Clustering by Papon et al. [2].
• Takes color, surface normals and geometric regularity into account.
• Point cloud subsampled with 1 cm Octree resolution (for speed,

accuracy sufficient for application).
• Maximum cluster size: 50 cm

Features
An efficient-to-compute feature vector is calculated for each cluster:

Feature Type Dim.

Angular (mean normal angle & std. dev. w.r.t. ground plane) 2
Height (centroid, top and bottom point) 3
Spatial (point-, linear- and surfaceness) 3
Color (CIELAB mean values and std. dev.) 6

Total Dimensionality 14

Classification
We use a Randomized Decision Forest (RDF) [3],
trained on the popular NYU Depth Dataset v2 [4],
to classify the feature vector of each cluster. RDFs
have some key advantages for our task:

• They can cope with a large variety of different feature types and ranges.
• Training and classification is highly parallelizable for speed.
• As the classification result, they return the conditional label probabili-

ties, which can in turn be used in the next step.

Markov Random Field
The final labeling problem can be formulated as a Conditional Random
Field (CRF), where each cluster is a node i ∈ V in an interconnected
graph. The connections are given by the adjacency graph A obtained
from the clustering. The optimal label configuration then corresponds to
the minimum of the energy function:
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• Unary term: Models conditional label probabilities for each point;
obtained from RDF.

• Pairwise term: Smoothes the result by assigning less energy on con-
sistent labelings of adjacent points.

• Optimization solved by Loopy Belief Propagation.

Results
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NYU v2 [6] 87.3 86.1 62.6 10.2 34.1 - 8.7 - -
Our 96.9 75.0 92.3 59.7 72.2 58.4 40.0 71.7 77.2

Our data Our 98.0 87.8 - 92.2 62.8 31.5 16.4 55.6 72.0

First row: input point clouds; second row: groundtruth; third row:
results; first three columns: NYU v2; last two columns: our dataset.

Processing Time: approx. 1 second per point cloud (640x480 pixels)
→ Most time spent for oversegmentation (≈500 ms) and MRF (≈300 ms).

Object search with a mobile robot
The HOBBIT project: Development of a socially assistive robot that
helps the elderly at home [5].

One important functionality of the robot is the Bring Ob-
ject scenario, in which HOBBIT searches for a specific ob-
ject and brings it to the user. As graspable objects are
most likely placed on top of planar surfaces, e.g. tables,
our semantic segmentation approach enables the robot to
dynamically find good locations to search for objects:

1. Cluster all points labeled table.
2. Project clusters to ground plane.
3. Calculate principal components of clusters

and place search positions for the robot on
the second principal axis (see Fig. right).

4. Eliminate unreachable search positions.
5. Rank search positions and start search.

More details about the dynamically adapted object search scenario can be
found in [7].
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