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Our goal

Learn semantically meaningful landmarks without any manual annotations



Motivation



Why to learn landmarks?

Low dimensional object representation

Interpretable



Why unsupervised?

Reduce dependency on expensive manual annotations

Leverage vast amount of videos available online
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Model goal: reconstruct target
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Loss

≈
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end-to-end differentiable
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Human pose
Unsupervised landmarks on Human3.6m



Human pose

Regressed landmarks on BBCPose 
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3D objects     smallNORB

invariance to 3D pose, lighting and object shape



Disentangling style and geometry



Model freeze parameters
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